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Individuals with hearing impairment, even with the use of hearing aids, face difficulties understanding speech

in multi-talker environments. Hearing aids and cochlear implants partly solve this problem through signal-

processing algorithms that enhance the target speaker and suppress other noise sources. However, a

fundamental problem appears in a multi-talker scenario: how does an algorithm decide which speaker the

listener is actually attending to? This can be solved by decoding the auditory attention from measured brain

signals (using EEG), and accordingly enhancing the attended speaker. This method is known as auditory

attention decoding (AAD). Previous studies have concentrated on scenarios with two speakers in which

participants were required to focus on the attended speaker while ignoring the unattended speaker. However,

in real-life situations, more than two speakers frequently talk at the same time (cocktail party scenario). This

study serves as a means to comprehend the potential

of AAD in real-life scenarios with numerous speakers. Therefore,

we shift towards a new paradigm in which we decode clusters of

turn-taking speakers instead of individual speakers.

AAD accuracies are above chance levels, above 50% for the 2

reference conditions and above 33,33% for the sustained and

attention switch conditions. AAD accuracies can reach 100%

in the reference conditions with a median of 87% (ref. single

speakers) and 90% (ref. 2 conversations). For the conditions

with sustained attention (3 conversations) medians are

around 70 to 75% and for the attention switch conditions,

they are around 72%. We did not find a significant difference

between decoding 2 speakers compared to 2 conversations.

There is also no significant difference between sustained

attention and attention switch conditions. In addition, there is

no significant difference between the locations of attention

(trials). This could mean that conversations can be decoded

just like single speakers, even in this complex scenario.
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Twenty young normal-hearing subjects were tested in a soundproof booth. We measured EEG during 4

different conditions. Conditions included 2 or 3 speakers or conversations. Results so far indicate

promising AAD results for conversations. The AAD algorithm is able to perform in an acoustically complex

scenario. This is one step closer towards neuro-steered hearing aids.

In this study we wanted to investigate whether we can still decode AAD 
from brain signals in such an acoustically challenging environment.
- Does conversations-based AAD work as good as ‘classic’ 2-speaker AAD?
- Does an attention switch influence the AAD performance?
- Does the locus of attention affect AAD performance?

We simulated a restaurant scenario with 6 speakers having 3 simultaneous conversations (each with 2 turn-
taking speakers), using 3 screens and 6 loudspeakers in a soundproof test booth and conducted an EEG
experiment to investigate the AAD performance. Conditions were 10 minutes long, in which subjects focused
their attention on 1 conversation and ignored the other speakers. The conversations were podcasts of 2
speakers that we selected. We compared conditions with sustained attention with conditions with 1 attention
switch after 5 minutes. Additionally, there were 2 reference conditions, one with 2 single speakers and another
condition with 2 conversations instead of 3. The attended conversation can be in the frontal position, left or
right (trials). Brain activity was measured with 64-channel EEG.
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Condition Content Focus

1 Reference Single Speakers Classic 2 speaker AAD Left or Right

2 Reference 2 conversations 2 conversations instead of 2

speakers
Left or Right

3 Sustained Attention 3 conversations – attention only to

1 of the 3 conversations (separate

trials)

Left or Front of Right

4 Attention Switch 3 conversations – switch attention

from one conversation to another

conversation

Left or Front of Right
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